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Virtualizing Balancing Power: An Energy-Aware Load 

Dispatcher for Cloud Computing 

Abstract 

Balancing mechanisms assure grid stability. Especially well-suited for balancing 
purposes are large-scale storage facilities (SFs). However, the potential for these is 
in major parts set by geographic realities. On a transnational level, offering that 
potential to regions in need of balancing power (BP) does not often appear to be 
economically viable - an issue that is frequently related to the construction of power 
lines. Thus, in this article, we illustrate an early version of a design artifact giving 
remote balancing mechanisms access to a local BP market without deploying power 
lines: utilization of data centers (DCs) is typically very low (30-40%) representing a 
cheap source of demand flexibility. We thus let one DC participate in an existing BP 
market while tying a second to a remote balancing mechanism. By doing so, the 
design artifact enables both load and BP to flow seamlessly between distinct power 
markets contributing to grid stability and efficient utilization of balancing 
mechanisms. Within this extended summary, we perform a preliminary evaluation 
of the design artifact based on real-world data.  

Motivation 

Cloud Computing is the basis for a growing number of information services (Armbrust 
et al., 2010) such as collaboration tools, or big data applications. The cloud computing 
paradigm emphasizes economies of scale through centrality (Heilig & Voß, 2014). 
Therefore, it is based on only a few but massive, geographically distributed DCs 
(Zhang, Wang, & Wang, 2011). Although cloud computing is arguably a more energy-
efficient approach to providing information services (Baliga, Ayre, Hinton, & Tucker, 
2011), DCs, yet, consume enormous quantities of electricity. All US-based DCs 
combined contribute some 2% to the country's total electricity consumption (Koomey, 
2011). Looking ahead, the electricity demand for cloud infrastructures is projected to 
soar up by at least 60% by 2020 (Cook, 2014).  

Being very specific to electricity markets, demand and supply are tightly coupled by 
that they have to match in every instant. Considering the ever-growing energy 
generation from wind and photovoltaic (PV), the shrinking potential for balancing 
through dynamically ramping up supply side resources is challenging grid stability. 
During solar eclipse in Europe on March 20th, 2015, this threat has become very real 
to Germany as worlds' most reliant country on PV (Stetz et al., 2015). Thus, 
additionally examining the potential of demand side resources for balancing the grid 
has become an active research field (Falvo, Graditi, & Siano, 2014; Goddard, Klose, & 
Backhaus, 2014; Kirschen, 2003). By far the vast majority of today's approaches are 
variants of time-based load shifting, i.e. load is put forward or delayed in time.  

Another approach to balancing local power grids is to spatially shift load. Typically, 
this is done by im-/exporting load through power lines. The exchange, in general, is 
favorable for both importers and exporters of power for two reasons: first, excess power 
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in one place can neutralize a deficit in another, and second, some markets can 
provision flexibility more cost-efficiently than others (Van Hulle et al., 2010). Three 
components determine a markets' efficiency in provisioning flexibility: its mix of 
energy generation, the potential for adjusting demand, and efficient SFs like (pumped) 
hydropower plants. The potential for the latter is heavily influenced by geographical 
realities. Therefore, it is imperative to inter-connect markets in order to reap the 
benefits from alleviating market inefficiencies. However, many power line construction 
projects fail for reasons of excessive initial costs (Kishore & Singal, 2014), insecure 
return on investment (Buijs, Bekaert, Cole, Van Hertem, & Belmans, 2011), storms of 
protests by local citizens (Lütticke, 2014), and transmission losses. 

Meanwhile, serving the power system as a reserve capacity for both supply (positive) 
and load (negative), BP is continuing to be essential for achieving grid stability in many 
electricity markets within Europe and abroad (Vandezande, Meeus, Belmans, Saguan, 
& Glachant, 2010). A BP market coordinates the cost-efficient provision of both 
positive and negative BP within its market region.  

However, if it was possible to actually transfer an energy-consuming set of activities 
instantly to a different market, BP services can be transferred to regions with a lower 
potential for balancing mechanisms avoiding issues relating to power lines. 
Presumably, only information goods/services perfectly fulfill that requirement. They 
come at very low, still exponentially decreasing transaction costs (Mack, 2011; Moore, 
1965). Consequently, a distributed DC service provision could be a mechanism to 
tender flexibility in markets where it is comparatively more expensive. While this 
benefits the linked electricity markets, it also opens an additional stream of revenue 
for DC operators by tendering BP.  

Several approaches already investigate the potential of geographically distributed DCs 
participating in balancing programs by shifting workload. Ghatikar, Ganti, Matson, 
and Piette (2012) demonstrate by a field study, that it is technical feasible to shift 
workload, including already commenced jobs, from one DC to another within a few 
minutes. Wang, Huang, Lin, and Mohsenian-Rad (2014) analyze the interactions 
between the power grid operator and the operator of geographically distributed DCs. 
Therefore, the authors study the impact of workload shifting on the power grid. Berl, 
Klingert, Beck, and de Meer (2013) and Basmadjian, Niedermeier, Lovasz, De Meer, 
and Klingert (2013) introduce Green Supply Demand Agreements between an 
electricity provider and a DC operator. These can be part of an electricity tariff for 
participating in balancing programs, e.g. by migrating workload. However, such novel 
tariffs are not available yet. Rao, Liu, Xie, and Liu (2012) develop an algorithm to 
minimize the electricity costs for distributed DCs according to electricity price 
differences on various spot markets. Furthermore, Chiu, Stewart, and McManus (2012) 
propose a concept for grid balancing by shifting workload between geographically 
distributed DCs pursuant to local real-time price signals. Though, the required price 
signals need for further research.  

However, none of these articles studies the concept of transferring the need for BP to 
distant markets through workload dispatching between geographically distributed DCs 
considering a real-world BP market. The underlying market design applies to e.g. 
California, Australia, and Germany (NERC, 2011). Therefore, we believe to carry on the 
scientific discourse by answering the following research question: 
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Is it possible to increase the potential for grid balancing among distant power grids 
by operating two geographically distributed DCs, participating in a real-world BP 
market, and thereby increase the profitability for the DC operator? 

In order to answer this research question, we build in the following a workload 
dispatching algorithm as an design artifact (Gregor & Hevner, 2013; Hevner, March, 
Park, & Ram, 2004).  

Setting    

We consider a setting with two DCs managed by a single operator. These DCs, which 
can deliver the same cloud services within the same processing-time, are separated by 
distinct BP market areas. Furthermore, one DC participates in its local BP market, the 
other collaborates with a SF. The capacity of that SF is assumed to be unlimited. 
Modern DCs are energy proportional, meaning that its electricity consumption roughly 
linearly grows in utilization (Beloglazov, Abawajy, & Buyya, 2012). Hence, a DC 
operator is able to in-/decrease a DC's electricity consumption by shifting utilization 
from or to another DC. This shift of utilization is implemented by dispatching incoming 
workload to the DCs and is solely motivated by the retrieved BP. We assume that the 
individual jobs of the workload are mutually independent of one another, i.e. they do 
not aggregate to bulks. Thus, the bandwidth is not used for transferring commenced 
jobs. Furthermore, idle servers are switched off (Beloglazov et al., 2012). 

The provided BP must be readily available during the entire period covered by the bid. 
Therefore, the DC operator should always just bid as much BP as can be safely 
delivered. In this vein, it seems appropriate to assume that the workload is sufficiently 
available to deliver the provided BP. Thereby, we imply that the capacity of both DCs 
is sufficient to provide the agreed amount BP for provision. This assumption seems to 
be realistic, since "even in virtualized resource pools, utilization is typically below 40%" 
(Blagodurov et al., 2013), and there are approaches to forecast workload peaks (e.g. 
Jheng, Tseng, Chao, & Chou, 2014).  

The deferrable workload equivalent to the provided positive BP must initially be held 
in the DC participating in the BP market (Figure 1: DC1) and the deferrable workload 
equivalent to the provided negative BP must initially be held in the other DC (Figure 1: 
DC2). Thus, the quantity of electricity purchased from electricity provider 1 correspond 
to the provided positive BP and the quantity purchased from electricity provider 2 
correspond to the provided negative BP.  

In each period, the algorithm performs the following case distinction (Figure 1):  

Case 1) If the retrieved positive (negative) BP increases (decreases) compared to the 
prior period, sufficient workload is dispatched to DC2 to decrease the 
electricity consumption of DC1  

Case 2) If the retrieved positive (negative) BP decreases (increases) compared to the 
prior period, sufficient workload is dispatched to DC1 to increase the 
electricity consumption of DC1  
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Figure 1 Linking two power grids by dispatching workload 

  

The electricity surplus resulting from decreasing the utilization of DC2 according to the 
delivered negative BP is used to charge the SF. The deficit of electricity resulting from 
increasing the utilization of DC2 according to the delivered positive BP is compensated 
by discharging this SF. Therefore, the electricity demand purchased from the electricity 
providers in both locations remains constant and the volatility caused by balancing the 
grid through DC1 is not transmitted to electricity provider 2.  

The DC operator utilizes the difference between the compensation for providing 
balancing services in the market with higher balancing costs and the costs for utilizing 
balancing services in the other market. However, the shift of the utilization from one 
DC location to another results in shifting costs. These costs are caused by the fact that 
the servers in both locations are consuming electricity simultaneously during the 
booting- shifting- and shutdown-processes.  

Evaluation  

To evaluate the economic potential of the introduced design artifact, we have to 
identify the earnings potential for a DC operator providing BP in one location, the 
shifting costs, and the remuneration for the SF operator in the other location. As a first 
step evaluation, we investigate the earnings potential for participating in an existing 
BP market and the shifting costs. The earnings potential minus the shifting costs can 
be interpreted as an upper bound for the remuneration of the SF operator. This 
remuneration for balancing the distant grid must exceed the potential revenue of the 
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SF operator for delivering the same BP services within the local market, as otherwise, 
he will not collaborate with the DC operator. Moreover, we only consider negative BP. 
Positive BP and the determination of the potential revenue are subject to further 
research.  

We set up a scenario with one DC in Germany, participating in the German BP market, 
and another in Norway, as a presumably cheaper source of flexibility. In that scenario, 
our algorithm is used to deliver the retrieved BP in Germany by dispatching workload. 
Furthermore, we set up a comparative scenario, within that the DC operator is not 
participating in the BP market. The base load, consisting of the DC’s non-deferrable 
energy demand, is the same for both scenarios. Therefore, we only include the 
electricity costs for the bidden BP in our evaluation.  

In the scenario with the consideration of our algorithm, the overall electricity costs 
consist of the remuneration for providing BP, the electricity consumption costs in both 
locations, and the shifting costs. In the comparative scenario, the DC operator is not 
participating in a BP market, and thus, the whole deferrable workload is processed by 
the DC with the lowest electricity price. In our setting, this is DC2 in Norway (IEA, 
2014). Consequently, we compare our algorithm to the most favorable comparative 
scenario.  

We implement a heuristic based on real-world data of the German BP market 
(“regelleistung.net,” 2015) and 5 MW of negative BP offered in each tender in the 
timeframe of one year. We determine an upper bound for the overall electricity costs 
by an optimal bidding strategy. Therefore, we bid in each tender period the prices 
resulting in the lowest overall electricity costs in that period. Via a second bidding 
strategy, we forecast these optimal prices to get a lower bound. We derived a cost-
saving potential of approximately 80% (40%) as an upper (lower) bound. Actually, the 
results might tend towards the upper bound as there will be more elaborated bidding 
strategies than those in our simple forecast model. 

Assuming that the remuneration for the SF operator in Norway is not exceeding the 
obtained savings from provision BP in Germany, the algorithm results in an economic 
benefit. This benefit is incentivizing a DC operator for activating SFs in Norway and 
providing access to the German power market.  

Conclusion  

In our paper, we introduce a scenario, in that a DC operator participates in a real-world 
BP market. Furthermore, we implemented the algorithm and two bidding strategies to 
illustrate the enormous earnings potential. 

Regarding our further research, the next step is to evaluate the costs for considering a 
SF. Moreover, we will investigate the potential for a DC operator to provide positive 
BP. Finally, we will improve our lower bound bidding strategy in order to even exceed 
our results. 
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